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Abstract

A cross-layer scheme, namely ALOHA With Collision Resauti(ALOHA-CR), is proposed for
high throughput wireless communications in a cellular scien Transmission occurs in a time-slotted
ALOHA-type fashion with a caveat: simultaneous transnoissiof two users can be successful. The
wireless channel is assumed to be flat fading and constanttioeeduration of one time slot. A user
with a non-empty queue transmits a packet with some prababilin the beginning of each time slot,
after waiting for a random time interval. If more than two users transmit in the same slot, the coisi
cannot be resolved, the packets are discarded and the usexskad to retransmit at a later time. If only
one user transmits, the transmitted packet is recoverdd swime probability, depending on the state
of the channel. If two users transmit, the collision can bgasated and the packets recovered by first
oversampling the collision signal and then exploiting ipeledent information about the two users that
is contained in the signal polyphase components. The pliepasf the user delays’s are determined
so that the probability of user separation is maximized. AhOHA-CR throughput is derived under
the infinite backlog assumption, i.e., the network usersagsrhave data in their queues, and also under
the assumption of finite backlog. In the infinite backlog asgtion, the optimal contention probability
is calculated, which maximizes the system throughput. &nfthite backlog assumption, the region of
contention probability is determined based on the packétahrate. Queuing delay of network users
are also derived. The performance of ALOHA-CR is demonstratn a WARP testbed containing five
software defined radio nodes. The testbed results indica@H®-CR leads to significant increase in
throughput and reduction of service delays.
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. INTRODUCTION

In a wireless uplink scenario, collisions occur when two @renusers transmit at the same time over
the same channel. Traditionally, once a collision occleBansmissions are requested. Retransmissions
lower throughput and waste power and bandwidth. Well stidihemes for avoiding collisions include
Carrier Sensing Multiple Access with Collision Avoidand@SMA/CA) (e.g., see IEEE 802.11 [1]). In
order to overcome the hidden terminal problem, IEEE 802ritbriporates a positive acknowledgment
scheme, i.e., Request To Send (RTS) followed by Clear To $€i&). However, in most protocols,
collisions occur more frequently as the traffic load incesain which case the RTS/CTS scheme becomes
less effective due to collisions of the RTS reservation p&ck

Collision resolution can be viewed as multiuser separatidowever, well known approaches that
allow for multiuser separation, such as TDMA, FDMA, OFDMAD®IA or use of multiple antennas,
might not be a good fit for wireless networks. Wireless nekwoaffic can be bursty, users operate on
limited battery power, and in certain cases wireless receihave size limitations. TDMA, FDMA and
OFDMA approaches are fixed resource allocation schemesharsdatre not efficient for bursty traffic.
The CDMA approach requires bandwidth expansion, whichlt®éu increased power consumption for
each wireless network user. The use of multiple antennaghtmmiot be feasible for small size wireless
receivers. Wireless network-friendly approaches to aehaiversity include the NDMA protocol [6, 18],
ALLIANCES [10, 16] and ZigZag decoding [7]. In these prottgacollisions are resolved by combining
collided packets and several retransmissions. In thesensehit is assumed that nodes transmit with the
same power, and that there is no significant power decreas&dawropagations in small-scale networks.
For cases in which users transmit using different powerl$eugser separation could be achieved via
successive interference cancelation (SIC) [14]. Howeitemight not be a good approach to assign
different power to different users. Collisions only happeith some probability, therefore, it would not
be good for a user to transmit at low power all the time justdcsbparable in the event of a collision. A
potentially network-friendly approach that does not reguetransmissions and allows users to transmit
at the same power was recently proposed in [12, 11, 17]. Alicgrto [12, 11, 17], by upsampling the
received signal and viewing its polyphase components apiertdent linear mixtures of of the collided
packets, under certain conditions the collided packetsbmamnecovered in a blind fashion based on a
single collision. In [17], user separation was enabled Wferint carrier frequency offsets (CFO) and
user delays. In [12, 11], pulse-shape diversity was ingastd as source of additional diversity in case

user delays and CFOs are small.
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In this paper, a novel cross-layer scheme is proposed forthigpughput wireless communications in a
cellular scenario. Transmission occurs in a time-slotte A A-type fashion with a caveat: simultaneous
transmissions of two users can be successful. The wirelegsnel is assumed to be flat fading and
constant over the duration of one times slot. A us&rith a non-empty queue transmits a packet with
some probabilityp in the beginning of each time slot, after waiting for a randime intervalr;. Each
user embeds orthogonal pilots in its packet. In each slet,bise station (BS) determines the number
of transmitting users. If there are more that two users, thenpackets are discarded and the users are
asked to retransmit at a later time. If there is only one usesgnt, its packet is recovered with some
probability, depending on the state of the channel. If tregeetwo users present, the users are separated
and their packets are recovered by first oversampling anbbiérg independent information about the
two users that is contained in the polyphase componenteakiteived signal. The properties of the user
delaysr;'s are determined so that the probability of user separagiomaximized. The system throughput
is derived under the infinite backlog assumption, i.e., thisvork users always have data in their queues,
and also under the assumption of finite backlog. Queueinaydedf network users are also derived.

The performance of the proposed approach is demonstragesinaulations, and also via experiments
conducted on a software defined radio (SDR) [2] testbed. &kjerimental wireless network consists
of five nodes, i.e., one base station (BS) or access pointfamdisers, and was deployed in an indoor
laboratory environment. The experimental results sughest0% of two order collisions can be resolved
by the BS under realistic conditions, which results in higlotighput and low service delays.

1) Relation to other published work&ollision resolution is based on the ideas of [17], whereirzaly
occurring user delays and carrier frequency offsets arevishto provide diversity that enables blind
user separation, i.e., separation without knowledge ofctrennel. However, in our experimental setup,
naturally occurring delays and CFOs were rather small. Tivasignored CFOs and introduced artificial
delays in addition to naturally occurring delays. The statal characteristics on the intentional delays are
chosen to enhance the separability of the users. In orderdp the complexity low and the probability of
user separation high, resolution of second order collssiomly is considered here. The work of [17] was
concerned with the physical layer only. Here, we proposeoasclayer approach, and study throughput
and queuing performance as well as physical layer issuathdfua host of physical layer issues are
studied, motivated by the real implementation.

Multiuser separation based on user delays was also coadidei{4]. The approach of [4] considers
transmission of isolated frames and exploits the edges odrad over which users do not overlap, and

assumes knowledge of the channel. That approach would rmtsoporated in our cross-layer scheme,
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however, noise can be a problem when exploiting edge effectsamples are taken at points where the
pulse is quite low.

In relation to the collision resolution approaches NDMA (@], ALLIANCES [10, 16] and ZigZag
decoding [7], the proposed approach resolves collisionsrdér two without retransmissions. Thus, no
storage of the collision signals is needed, and networksuset involved in the collision do not need to
wait until the collision is resolved.

2) Organization: [THE ORDER NEEDS TO CHANGE]

The rest of the paper is organized as follows. The physigarlaf ALOHA-CR is introduced in Section
??. Throughput and service delays are analyzed in Sectiornhiplementation issues are discussed in
Section IV. The implementation of the physical layer and M&C layers on SDR, and the obtained
experimental results are described in Sec@Conclusions are drawn in Section VIII.

3) Notation: Bold capitals denote matrices. Bold lower cases denoteokect denotes transpose
conjugate. The subscrigf denotes transpose. The subscripienotes pseudo-inversg. || denotes
Frobenius-norm. Eug(v) denotes the diagonal matrix with diagonal elements$-| denotes rounding

up to the nearest integer.

[I. ALOHA-CR: PHYSICAL LAYER

The channel between transmitter and receiver is assumed flatbfading. Moreover, the channel is
guasi-static, i.e., the channel remains unchanged ovedutation of a packet.

If within a given time slotK users end up transmitting, the baseband signal receiveldebB$ equals
K

y(t) = Z arxp(t — ) +w(t), (1)

k=1
where a;, denotes the channel coefficient between the th user and the BSt; is a random delay

associated with the usér; w(t) represents noise; angy(t) is the k-th user signal, i.e.xx(t) =
> sk(i)p(t — iTs) where sy (i) is the i—th symbol of userk; T is the symbol interval; ang(t) is
a pulse shaping function with main lobe suppprf, 75|. The mainlobe of neighboring pulses overlap
by 50%.

In each symbol interval, the received signal is upsampled Egctor of P, with sampling locations at

t=1iTs+mTs/P, m=1,2,--- P. Them—th polyphase component of the sampled output is

K
Y (1) =D aphmp (i) * 51,(0) + wp (1) )
k=1
where “*” denotes convolution, and,, (1) equalsh,,; (i) = p(z’Ts+mT?S—Tk) for i =..—2,-1,0,1,2,....
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Using a pulse with low sidelobe, at the sampling points over it-th symbol interval, the only
interference is from thé: + 1)-th symbol. Therefore, the channk},; (i) can be approximated as of
length2. The IOTA pulse is a good choice for maintaining low inter&ghinterference [9].

The convolutional MIMO problem can be transformed to a gcaige as
Ym (1) = by Ds(i) + wp, (4) 3)

whereh,, = [in1(0) fnt (—1)], ooy [z (0) hie(—1)]] , D = diag([ai, a1, - - - ax, ax])

T
ands(i) = | [sy(i) si(i+ D], [sx (i) sxc(i+1)] | -
Let us form the vectoy (i) by appendingy,, (i), m =1, ..., P. We have

y(i) = As(i) + w(i); 4)

whereA = HD andH = [hf hI ... hL 7.

If pilot data are available, the matriA can be estimated based on the pilot symbols, and then used
for the recovery of the information bearing symbols. If ntofs are available, estimatindg and then
recoverings(i) is still possible by viewing (4) as B x 2K instantaneous blind MIMO problem. Assuming
that P > 2K, and under certain conditions oA, the system is identifiable [17]. Any blind source
separation algorithm (e.g., the JADE algorithm [5]) can pplied at this point to obtain an estimate of
A, ie., A, within a column permutation ambiguity and a a constant aliad matrix, A, with complex
nonzero diagonal elements, which represents phase arfybighiese ambiguities are trivial, and are
inherent in blind estimation problems. Based Anand using a least-squares equalizer we can get the

de-coupled signal§(z), within permutation and phase ambiguities as
3(i) = (ATA) 1Ay (i) = A9 A AT P s i) (5)
whereA is a diagonal matrix an# is a permutation matrix. Denoting l#. the k—th diagonal element

of Arg{A}, the k—th input signal can be recovered within a phase ambiguity;&) = s (i)e 7%.

Although uniform sampling was described above, non-unifeampling can also be done [17].

A. About users’ delays

For fixed sampling locations and a fixed pulse-shape functioe condition number oA can be
controlled by the user delays,, wherek = 1,2, ..., K. If 7;'s are close to each other, the columns of
A will be highly correlated, which results in high conditionmber.

Although there is always a naturally occurring delay dueatcklof perfect synchronization, usgr

introduces an intentional random delay in its transmisskat 7, denote the overall user delay.
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The proposed approach attempts to resolve second ord@iamdl only, i.e., collision of usersand
j. Before transmission, each node introduces an intentidelaly. let;, contain the naturally occurring
delay and the intentional delay. Let us express the deldgrdiice between the two usersris= « + 4,
where« is the difference between the intentional delays betweensdsand j, and§ is the difference
between the naturally occurring delays. Lfgtx) be the pdf of the natural delays differences, and further
assume thafs(x) is symmetric around the origin.

Proposition 1: Let the intentional delays be uniformly distributed ovemsointerval[0, 7. If T' = T,
the probability of the collision being non-resolvable amres a local minimum independent f3fz).

The proof is given in Appendix |

I1l. THROUGHPUTANALYSIS OF ALOHA-CR

Consider a cellular network oK users who communicate with a base station (BS). Users tiansm
their packets in a time slotted fashion with probabilityEach packet contains multiple symbols, and
the time slot duration is equal to the packet duration plus $ymbols.

The proposed ALOHA-CR schemes follows the slotted ALOHAtpcol, expect that second-order
collisions can be resolved. Since collision of packets carrdsolved, it is expected that ALOHA-CR
will have higher throughput than slotted ALOHA. In this deat we first analyze the throughput of
ALOHA-CR for the simple case of a network with infinite bacyf/d.e. the case in which the queue of
the nodes can never be empty, and each node always contethdsomie probability. In this case we
will analyze the throughput of the network. Then, we consitie case in which the nodes have finite
backlog and analyze the throughput and service delay of ARQHR.

The throughput is defined here as the number of successtlilyeded packets per slot. We consider
a network ofJ users withJ > 2, and each user contends with probabilityThe following possibilities

exist for each slot.

« No transmissions are attempted (empty slot).

« A single transmission is attempted. In this case, let deipgnon the channel state the probability
of successful reception bg,.

« Two transmissions are attempted. Let the probability oéreng correctly both of the transmissions
be P, and the probability of successfully receiving only one of tivo transmitting messages be
P, (i.e., the probability of failing to receive any of the megsaisl — P, — P).

« More than two transmissions are attempted. In this case nbtiee transmitted messages can be

successfully received and users have to retransmit at sat@etime.
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A. Network with infinite backlog and infinite number of users

For slotted ALOHA, the throughput is well established@s/) = Jp(1 —p)’~!, which is maximized
for p* = 1/J with maximum throughpu€(p*) — e~! asJ — oo.

For ALOHA-CR, the maximum throughput and optimum contemtjorobability are given in the
following proposition.

Proposition 2:

The maximum network throughput is:

2P2 2P/ /72P0 2 2
C = 0 1+ eIV R (6)
Py —2P' + \/P§ +4P" Py —2P'+ /P} +4P"

where P’ = P, + %, and is achieved for contention probability equal to:
B 2P,
P P +a+ va? t akh
wherea = (Py — 2P')(J — 1) andb= P'(J — 1)(J — 2).
Proof: see Appendix B.

(7)

B. Network with finite backlog and finite number of users

In this case the nodes with empty queue will not contend. ddinput analysis for this case is carried
our by extending the approach of [15] to the case in which élgeiver can resolve second order collisions
with a certain probability. The beauty of the method in [15}hat it approximates the performance.of
coupled queues witli uncoupledgeom/geom /1 queues, an approximation that simplifies the analysis
a lot.

The assumptions in this section follows those in [15], i.e.,

« The arrival rate for each queue in the system is Bernoullh wétte r, i.e., the total arrival rate for

a system withJ users isrJ.

o A queuek is active in a time slot if it has one or more packets eligilde ttansmission, else it is

inactive.

« Each active queug =1, ..., J contends with a common fixed contention probability

We further assume that there is acknowledgment feedbagk km that the transmitter knows if the
packet that was transmitted was successfully receivedibhds to be re-transmitted. Assuming that the
probability that a queue is active in a typical time slot inagty state ig, the probability of success for

a queue becomes:

s(q) = Pop (1 —qp)”"~" + <P1 + %) (J—1)p* (1 —qp)’™? 8)
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where we assumed that in the case of two message transmsisgi@ne only one message is successfully
received, it could be any of the two messages with equal jbitityai.e., we assume all the links to be
equivalent.

1) Active Probabilityq: Applying Little’s Law to the server, we get that = %, wherer is the
arrival rate ands is given by (8). Following the steps from [15], let us defifig) = Pyz (1 — 2)7 ' +
(P + %) (J —1)22(1 —2) andf™® = f(p*), wherep* is the maximizer forf(z). Based on Appendix
A p* = #fm. The function f(z) corresponds to the success probability of a queue in the
system when the queues are unstable and thus always actie¢ghdr words,f(z) corresponds to the
maximum possible success probability. Since a queue canat more packets than the ones that arrive
in the queue, we can distinguish between two different madeperation of the queue as a function of
the arrival rate:

Forr :r > f™ the arrival rate in the queue is larger than the maximum ptessate that the packets
can exit the queue. In this case the queue is always act&e(i= 1), and it's success probability is
simply f(p), with p the contention probability.

Forr:r < f™%* the stability of the queue depends on the contention prébalsince the physical
layer can support a departure rate greater than the aratel But the queue is not stable for all possible
contention probabilities. The equatigi{p) = r in this case has two real solutions, let theseph&®
andp™e®. Forp < p™m™ andp > p™*, the queue is unstable and the active probabijity: 1. This
instability is due to either a very conservative choice ofitention probability (for thep < p™™" case)
or a very aggressive one (for the casepa# p™**). On the other hand, fay € [pmm,pm%’], the queue
becomes stable (active probabiligy< 1), as in this region of operation the physical layer can suppo
a greater departure rate thanSince a queue cannot output more packets than the onema@ririvthe
gueue, we conclude that the departure rate in this regioaledie arrival rate in the queue. In order to
calculate the active probability in this region of operatiwe can simply solve the equatigfigp) = .

It is straight forward to see that the two solutions of theatiun aregp = p™" andgp = p**. Solving

m

for ¢, we get thaty = % andq = ”T’”. Sincep € [p™,p™**] andq € [0,1], the only possible
solution isq = ’%f".
Summarizing, the active probability of each node equal

P";"’ r< fma:v andp e [pmin7pmam]

q= _ 9)
1, otherwise

The equationg(p) = r and f(gp) = r can efficiently be solved foy andq using any numerical method,

for example Newton’s method.
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2) Approximate ThroughpufThe throughput of/ independent queues, usingp™™", p™** and fma
is
JT, r< fmam andp c [pmin’pma:v]

JPp(1—p)/ "+ T (P +2) (T -1)p*(1—p) 2, otherwise
(10)

The system throughput (average number of successful tiasiems per slot), when queues are stable is
limited by the rate at which messages arrive at each of theegjevhile in the region where the queues
are unstable¢(= 1), the throughput is limited by the maximum achievable tigtgqout of the physical
layer, as in the case of infinite backlog.

3) Average Total Delay (Queue+Service delayBar the regions of operation where the active prob-
ability ¢ is less than 1 and thus the queue is stable, we can furtharlatgdhe total delay a packet will
experience from the time it enters the queue, until it is easfully transmitted. As is shown in section
llI-B1, the queue is stable when < f™ andp € [pmi",pm““f]. Using the well-known results from
queuing theory for the geom/geom/1 queue, the total delaguing plus service delay) equals [8]

1
s(1-53)

wherer (1 — s) is the “birth probability”,s (1 — r) is the “death probability” of the queue ardcomes

Dy = , 7 < f% andp € [p™", p™] (11)

from (8), after we calculate the active probabilityfrom eq. 9.

4) Average Delay in ServerSince for an geom/geom/1 queue with service rathe average service
delay is§ = s, the average service delay of the K independent queuesy gspi*", p"e* and fma®
is
g, r < fm* andp € [pmn, pmer]

-1

5 =
[Pop(l —p) T (P B) (T —1)p2 (1 - p)H] , otherwise

(12)

IV. I MPLEMENTATION ISSUES

Several issues need to be addressed in a practical implatioenof the proposed approach.

A. Frequency offsets and phase tracking

In a practical system there is always CFO between transsigied receivers, resulting from mismatch

between transmitter and receiver oscillators, and alsa Poppler shift due to relative movement between
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transmitter and receiver. In this case the continuous-biaee-band received signg@(t) is of the form:

K

y(t) = apzp(t — 7)™ 4 w(t) (13)
k=1

where Fy, is the CFO for usek. In [17] the CFOs were used as source of diversity that esalde
separation. In the implementation that we consider hereGR©s are too small to provide diversity,
and thus are ignored in the problem formulation. Howevegirtkffect is still present in the separated
symbols, i.e.,

81(i) = sp(i)ed (O F2rETLY) (14)

The effect of the CFO on the separated signal can be mitigetied) a phase locked loop (PLL) device
[?]. The input output relationship for the PLL i§p(i) = S;(i)e?*(®, thus, the CFO estimate can be
obtained as, = - dg/dt.

The phase ambiguity);, can be compensated for based on pilots, or by using diffiatgrtiase offset

keying.

B. Successive interference cancelation

Successive interference cancelation applied on a mixtiisgignoals treats one of the components of
the mixture as the signal of the interest and the rest asfenégrce. The approach of Section Il can
be combined with SIC to further improve packer recovery gentince. In particular, after blind source
separation, the contribution of the strongest user sigamabe reconstructed and deflated from the received
signal. This usually provides a better estimate for the wwesss.

One way to determine which is tis¢rongest useiis to look for the signal that has the smallest variance
around the known constellation. Let the strong user be ks&econstruction of the contribution of the
k-th user to the received signal requires knowledge of thegoshape waveform, and estimates for CFO

(E},), channel coefficienta,), and delay %). The reconstructed signal is:
Ge(t) = a > 3(D)p(t — T, — 77)es2 . (15)

where s (i) are the estimated symbols.

The channel coefficient estimates can be obtained by carsslating the known pulse-shape waveform
with the signal returned by the JADE algorithm. The user yielzan be estimated at the synchronization
step (see Section IV-C), and the CFOs can be estimated asbaéesm Section IV-A.

Due to the delay between users, the peaks of different udeepuao not overlap. One could natu-

rally wonder whether applying successive interferencecetation would would be sufficient instead of
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10

upsampling the signal and performing packet separation &ection Il. As it will be shown in Section

VII via both simulation and testbed measurements, using d€rtly results in inferior results.

C. Determining sampling points

In order to determine the beginning of the packet some fornsyefchronization is required. For
synchronization purposes users are assigned distincdpsandom sequences (pilots). The base station
keeps a record of all pilot sequences in use in the network.

When the packet arrives, the base station uses the begipamgf the received signal to perform
correlation with every entry of the code book. A peak in therelation of the received signal with code
i indicates the presence of ugeiThe peak location provides the beginning of the packet ef 4swvhile
the peak value provides the corresponding channel coeificie

This can be repeated for all possible users, however, irtipeathe following approach works better.
The strongest user is identified as the one that producesatbest peak in the correlation. Then, the
user pilot signal is reconstructed based on estimated ehaoefficients and delays, and is subsequently
deflated from the pilot portion of the received signal alohg lines of Section IV-B. The CFO effect is
ignored here because of the short duration of the pilot sagme

For synchronization purposes, the best pulse shaping wawebr the pilots is the raised root cosine
(RRC) function, as this function maximizes the SNR at thepoubf the matched filter [13] while it
eliminates ISI at the sampling points.

We should note that the part of the packet containing theahrttormation will need to be oversampled
in order for the method described in Section Il to be appliesl.explain in that section, the best pulse
shaping for that purpose is the the I0OTA pulse [9]. Howeves,amuld not have used the IOTA for the
pilots, because the convolution of IOTA with itself intraghs I1SI att = nT;, thus the matched filter

would not work well.

D. Blind versus pilot-based user separation

Since a real communication system always uses pilots fochspnization purposes, one would think
that these pilots could be used to estimate the matria (4), which then could be subsequently used
to recover the information bearing symbols. However, tret faat different pulse shape waveforms are
used for pilots and information bearing symbols rendersdparoach not be possible. As it was already
mentioned, in order to maximize the match filter performamBC pulse shaping is used for the pilot

symbols to be used in synchronization. Also, in order to miné intersymbol interference between
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11

neighboring symbols of a user, IOTA pulse shaping is usedHempayload symbols. Thus, the estimate
of matrix A based on the pilots would be different than that correspantb the payload (based on (3),
A depends on the pulse shape function).

However, we can first estimate channel coefficientsand user delay;, based on the pilot symbols,
and subsequently combine them with the IOTA pulse shapetitmand sampling points (see (3)) to
get the estimate of channel matrk. Following the estimation ofA the symbols can be recovered via
least-squares. We term this approactraming method In VIl we compared the training method to the
blind approach, in which the matriA is considered to be unknown. As it will be seen in that section
the estimation errors in channel coefficients and user delagder the training method inferior to the

blind one.

E. Dealing with collisions of any order and packet recovery

In theory, one could use the pilots to determine the numbersefs present in a collision. This is a
detection problem and in low signal-to-noise ratio caseslead to erroneous conclusions. Instead of
attempting to estimate the collision order we propose tlleviing procedure.

The received signal is always treated as if it contained twersi The users are first separated as
explained in Section Il, and the strongest user is deflateoh fthe received collision as described in
Section IV-B. For the remaining signal one of the followingspibilities holds: (i) the signal is just
noise; this is when there is only one, or there are more thanusers in the received signal. (ii) the
remaining signal corresponds to the signal of the secondthaéwas involved in the collision.

Although the above approach treats even the case of a sisgteas a potential collision, our experience
indicates that this is a more robust approach than detetti@ghumber of users first and then acting
accordingly.

Following the synchronization step, regardless of theigiolh order, the incoming packet would be
over-sampled byt. By applying the blind separation method of Section Il we lgoget 4 sequences.
Each sequence would be passed through a PLL. Since the aittheé PLL would be scattered around
the nominal constellation the the sequence with the sntal$ance would be chosen. Let's refer to
the strongest signal as as(.). The decision on whether this is,(:) or s,(i + 1) can be resolved
using the user ID (i.e., the MAC address). Next, the strorey would deflated from the received signal
as discussed in Section IV-B. If there was only one user inr¢loeived signal, or if there were more
than two users, the remaining signal after deflation wouldhawe a meaningful structure; this could be

determined using the user ID. Otherwise, the deflation wgidltl the signal of the second user.
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V. TESTBED SETTING

The proposed approach was implemented on our WARP testhe?].[BVARP hardware consists of
two components: digital baseband processing and analogédegsing. Baseband processing is all done
on the main system board which houses a Xilinx Virtex Il PraGAPfor all digital baseband PHY and
MAC layer functionality. The main board contains four set€onnectors which provide a set of digital
connections to four possible daughtercards that fit ontonthé board. These daughtercards perform
ADC and DAC functions along with up- and down-conversion nal &om the ISM and UNII frequency
bands.

In this study we used the non-real time stage of the WARP ¢estivhich makes use of an API called
WARPLab. WARPLab allows all processing and modulation tadbee in Matlab, turning the FPGA of
WARP into a simple buffer. Matlab can be used to create a sdatd#, modulate it, apply the designed
pulse shaping function, and transfer the data to the radib. €n the receive side, WARPLab allows for
data to be processed in Matlab immediately after it has beamdonverted by the RFIC on the radio
card.

Fig. 2 shows an experimental configuration where a singlé bos\puter controls five nodes. The
host computer acts as the BS and controls all the nodes in todwovide the correct synchronization
between the transmitters and the receiver. The separagitmebn nodes 1 and 2 was abdumeters,
and the separation between the node 3 and 4, and nodes 4 argldisoaboub meters. The separation
between nodes 1 and 3, and nodes 2 and 5 was dlboueters. All the nodes transmitted narrowband
signals simultaneously, both using the same carrier frequ2.447 GHz (channel NO.8 of 802.11b WiFi

channel).

VI. DETAILS ON THE SDRIMPLEMENTATION

The user packet is structured as shown in Fig. 1. The SRD mmai¢ation was carried out in the

following steps.

At the transmitter:

« Paylaod- The payload containetl 4 bits (32 bits for the user ID and82 random bits). Convolutional
coding with ratel /2 was applied on it to ge$28 bits. Then the coded bits were interleaved. What
the interleaver does is write the input sequence in a matriow-wise fashion and then read it in
column-wise fashions. Differential quadrature phaset #t@fing (DQPSK) was used to modulate

the data. The IOTA pulse shape waveform was used for trasgmis
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« Pilots - A 32 bits m-sequence was added in the beginning as a sequencktsf jiiwas BPSK
modulated and RRC pulse shape waveform was used for thartiggisn of the pilot symbols. A
code book of four m-sequences was generated. The code baokepa at the BS and linked with
to the user IDs.

« Sampling rate- The sampling rate of the board wd8 M samples/second artk samples/symbol
were taken, yielding data rate ®f25 M symbols/second.

« Introducing user delays A random number of zeros, chosen betw@&eand 32, was added in the
beginning of the payload to simulate the user delay.

« Transmission The signal was first up-converted toM Hz and sent to the transmission buffer.
The board used channel N®.of the IEEE 802.11 standard to transmit the signal, i.e.,ciéugier
frequency wa2.44GHz.

At the receiver:

o Synchronization The signal was read from the receiver buffer where it wasaaly down-converted
to 5 MHz. Subsequently it was down-converted to baseband. Aflesnof the code book were used
to perform correlations with the header of the received aigihe entry which gave the largest
correlation peak was chosen indicated who the correspgndier is. For the following discussion,
suppose that this is user (u; could be any of the users present in the system).

The delay and channel coefficient of user were estimated based on the location and value of
the peak, respectively. The chosen m-sequence was deftatadtlie pilot portion of the received
signal. All entries of the code book were used to do cormtatiith the pilot portion of the deflated
signal. The entry that gave the largest correlation pealcaed the second user, let it kg, and

the corresponding delay and channel coefficient were etina

Note that if there was only one user, the remaining signarafeflation would be just noise. The
same would hold in the case that the received signal corttaim@e that 2 users.

o Symbol recovery The received signal was up-sampled bywith sampling points occurred at
[57,62,67,72] taps of each received pulse. The resultingolyphase components were input to the
JADE algorithm for source separation. The output of the JAdgorithm was input to a PLL. The
results werel sequences, i.es,,, (7), Sy, (i+1), su, (1), su, (i+1), within phase and delay ambiguities.
Let s,(.) be the strongest signal, i.e., the sequence that has théesmadriance around the known
constellation. The symbols corresponding{d.) were demodulated. The use of DQPSK modulation

allowed for removal of phase ambiguity. The demodulateguutvas passed through a de-interleaver
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and decoder, to getl4 decoded bits. The result could be eithg(i) or s, (i + 1). If we mistaken
su(7) for s, (i+1), the de-interleaver would give a meaningless output. Wel tlse user ID part in
the beginning of the decoded output to do correlation with ¢brresponding entry of the user 1D
book in order to determine whether the recovered signal syés or s,(i + 1), and also whether
it was useru; or userus.

Note that although we use correlation with the user IDs temeine which user it is, we cannot
use this information to estimate the channel. This is bexdus received packet is interleaved and
coded, thus the beginning part of it is a random sequencédetoding.

Next, we used the detected(i) to obtain the corresponding channel estimate using crosslation
with the IOTA pulse. Note that we already had obtained a chbestimate for that user during the
synchronization step. However, the estimate obtaineddbasethe recovered symbols would be
more robust as it is based dri4 symbols; the estimate obtained during the synchronizatep
was based o082 symbols. Finally, we deflated the corresponding signal ftbenreceived mixture.
In the testbed experiment, we assumed that we knew theioollrder in each transmission. If
the transmission was collision free, we would stop afterfitet round of detection. In a real case,
where the receiver is not aware of the collision order, we ld/quroceed with SIC. The collision
free signal would yield a meaningless remainder after S6€ gkample, that signal would not pass

a checksum verification.

VII. TESTBED MEASUREMENTS
A. A two-user system

In this experiments, nodes 3 and 5 are the two transmittadsnhade 2 is the BS. For each time slot
both nodes transmit with probability.

1) BER comparisonin this section we show the testbed performance of the ALGERusing blind
source separation followed by SIC, described in SectioB Ildenoted in the figures ddind), ALOHA-
CR using training based source separation followed by SéSciibed in Section IV-D, (denoted in the
figures adraining), and ALOHA-CR using SIC only, described in Section IV-Befwted in the figures
asSIO).

We first consider the raw BER performance (BER before degpdih the proposed scheme. In this
scenario, the location of the transmitter and receiver, thiedantenna gains are fixed. By varying the
amplitude of the input signal we can look at the BER perforoeaat different SNR levels. For each

SNR level,600 packets were transmitted from the sender to the BS. Sincintloor wireless channel
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is time varying in both the phase and amplitude, the receBM®& of the two users will vary between
transmissions. The SNR difference of user 1 and user 2 isnwiB; 94% of them are withinldB.
The variation in SNR is due to variation of the channel dutimg experiment.

For comparison purposes only, in this BER evaluation we amtyude the delay differences in the
range[T,/2 — Ts/8,T5/2 + Ts/8]. When the delays differences are smaller then all methoeld iigh
BER and their performance is the same.

The BER performance of the blind approach as captured byestedd is shown in Fig. 3. One can
see that the proposed blind separation scheme works velyThe BER approachef)—3 at SNR about
20dB.

Computer simulations were also conducted to produce the BERhis case. In the simulation the
channel coefficientsy,, k& = 1,2, were taken to have amplitude one and random phase. It wamads
that the channel remains the same within each block. Thg/slelad CFOs were set equal to the values
observed during the testbed experiments. The estimatisultsewere averaged ovén0 independent
channels, and0 Monte-Carlo runs for each channel. The blind source seiparatgorithm used was the
JADE method [5], which was downloaded from: http://wwwdsist.fr/ cardoso/guidesepsou.html. For
Fig. 3 one can see that there is orilgB gap between the testbed measurements and the computer
simulations.

The performance of the training method is also shown in FigOBe can see for the testbed mea-
surements results there is ab@diB performance advantage of the blind over the training methioen
the SNR is smaller thaB0dB, and this advantage further increases at higher SNR leVd. ififerior
performance of the training method is due to the sensitvitieast-squares at low SNR. Moreover, in the
testbed measurements there is distortion of the pulse shapthe antenna, drifting of the sampling point
and error in the channel coefficient estimates, which alsolt® in degradation of BER performance.
The performance of the SIC method is also included in Fig. 8.d&h see that there is an error floor
which does not decrease with increasing SNR. This is duedodfabt that we treat the other user as

interference when we try to detect the first one.

2) Throughput comparisonThe throughput performance of these three methods are givEiy. 4.
In this figure all received packets are taken into account.a&&ume that any error in the decoding
output results in failure of transmission. The throughpatswevaluated as the number of successful
delivered packet per time slot. We can see that, as expetttedblind separation method gives the

highest throughput. The throughput of SIC is boundedOly and does not increase with increasing

June 21, 2009 DRAFT



16

SNR level.

Comparison of blind and training methods in terms of faisnissgiven in Fig. 5. We can see that in
the high SNR region{NR > 20dB ), the throughput of the two users are almost the same; inctle |
SNR region, the throughput of user 1 is a little bit lower theser 2, which is caused by the SIC. As we
first detect and deflate user 1 from the mixture of receivedajghe signal to interference and noise
ratio (SINR) of user 1 is lower than that when we detect userlzs SINR difference will be in favor
of user 2 in the low SNR case. In the high SNR region, user 1 eaddiected very well even in the
presence of user 2. Then the throughput of these two userraost the same.

3) Throughput VS different shift scenarids: this section we demonstrate the advantage of intentional
delays. In the previous experiment, we introduce randoraydi all users. In this experiment we look
at the performance without any intentional delays. Theltesue shown in Fig. 6. It is clear that if we
do not introduce any delays and let nodes transmit free#y tiinoughput is quite low. This is because
the naturally occurring delays are small, thus affectirg ¢bndition number oA and resulting in high
BER.

B. Buffered Slotted Aloha Measurements

For this set of measurements, we employed5ativailable nodes, as depicted in Fig. 2. Node 5
had the role of the BS and all the other nodes were trying tonconicate with it. The transmitted
messages consisted of random bits and the lengthdivadefore coding. Upon reception, the message
was decoded and the transmission was considered succiédgsierle were no bits in error. Each node
had an independent Bernoulli arrival process of rgtevhich resulted in a system arrival rate 4f. For

L and L

' 16 33, SO as to measure the system performance In

the measurements,took the values of, 1, 1
various loads. The contention probability for each of thewabarrival rates took values ii0.05,0.95]
with steps 0f0.05.

In order to gather meaningful data, we had to make sure tlasyistem was at steady state. Since
the actual transmission and reception operations were-¢donsuming, the measurement process was
performed in two steps. For each arrival rate and contergrobability the system started at the empty
state(all queues empty) and for the first 100,000 slots we wet performing any actual transmissions,
but rather decided on the outcome of each slot based on thesvaf,, P, and P, that were measured
off-line for this topology (namelyP, was measured to be 0.99B, was 0.965 and® was found to be
0.009) and the number of contenting stations. To be moreifsgpaghen no transmitters were trying to

transmit, the slot was considered empty. When only one itnétes was trying to access the medium, its
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gueue would decrease by one with probability When two transmitters were contenting for the medium
there was probability?, of both transmissions being successful, i.e., both of theuga would decrease
their size by one with probability?;, and with probabilityP, only one of the transmitters would decrease
its queue. In the later case, where only one of the two nodesswecessful, the successful transmission
was assigned on either of the two contenting transmittetls @aqual probability (i.e., probability of 0.5
for each). If more than 2 transmitters were trying to acchesmedium, a collision was declared and no
gueue would decrease its size.

After these initial 100,000 slots, there were 3,000 extosstiuring which actual transmissions were
employed and data for service delay, total delay, througpd active probability was gathered. For these
slots, the outcome of each was determined by the receivpendiing on how many messages it was
able to receive without any errors. Any message that wasessbdly received, was removed from the
corresponding queue, but in case of errors the message mach&in in the queue and be re-transmitted
until being successfully received.

The data that was gathered is plotted against the analyticaculated values that were determined as
is described in section IlI-B. In figure 7 the results for thwivge probability appear, in figure 8 we plot
the measured and numerically calculated throughput andjimes 9 and 10 the measured and analytical
results for the total and service delays respectively aottqd. From the plot of the total delay, the
lines that correspond to arrival rate of 1/2 do not appeacesin this case the queues are unstable for
all possible contention probabilities and thus the totdhylgoes to infinity. For the active probability
and throughput we see that there is almost a perfect matetebetthe measured and the analytically
predicted quantities, using the independent queue approddle for the delay quantities the match is
still pretty good, even though it is not as good as for theughmput and active probability. Comparing
the system with the conventional buffered slotted Alohaking for example at the results from [15],
were no collisions can be resolved, we can see that the azhtvoughput is more than doubled, the
service and total delays are considerably less and furthersystem is stable for a much greater span

of arrival rates and contention probabilities.

VIIl. CONCLUSION

We have ALOHA-CR, which is a novel cross-layer scheme fohhigroughput wireless communi-
cations in a cellular scenario. This scheme can resolvenseodder collisions in the network without
requiring retransmissions. A testbed implementation ofOAA-CR was conducted on a WARP testbed

containing five software defined radio nodes. The testbadtsasdicate ALOHA-CR leads to significant
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increase in throughput and reduction of service delays. RECEHOULD BE ADDED HERE]

APPENDIXA

PROOF OF THEPROPOSITION1

Proof:
Let f(z) be the pdf of the relative delay between the two users. The probability that the collision

is not resolvable is:

[e o]

c = x)azr,
—A/24nT,

n=-—oo
In (16) » runs from —oo to oo, because when the relative delayis increased by byTs, n € Z, the
channel channel matriA remains the same.

Because the intentional delays are uniformly distribute¢Dj 7], the pdf of« is :

1T — |z|/T? if |2| <T
falz) = _ (17)
0 otherwise
Sincer = a + 9, The PDF ofr is:
T
— [ faotste— o)
-T
71 v S| v
~ | G tste oo+ [ G+ Ffsto— oo 18)
Substituting (18) into (16), the probability of collisiorac be represented as:
P, = // T T2 f(;w—vdvdx—i—// T T2 ) fs(z — v)dvdz (29)
where [ dx =377 IAA/?;T-L:T dxz. Now P, is a function of7'. Taking the first order derivative of

P, with respect tol', we have

// ——1f5$—vdvda:+T2// _—1f596—|—v)dvd:n (20)

= =
=1 =2

Next we will show s |7 = 0. Defining ®(z) = [*_ f5(v)dv andf fs()dv = ®(a) — ®(b), we
get
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T &
Silrr =7 [ Gr =1 3 @(A/24 0T~ 0) ~ B(-A/2 4T, ~v)ds
o Ts

n=—0oo

1 (T2 20 &
= —/ — S(A24+nTs —u—T,/2) — P(—A/2+nTs —u—T,/2)du (21)
T2 ) 1y Ts

¢(u)
whereu = v — T, /2. As 2u/Ts is an odd function in—75/2, T, /2], if ¢(u) is an even function ofi,
thenZ, |r—7, = 0. Indeed, sinceb(z) = 1 — ®(—x), it can be easily seen tha{—u) = ¢(u). Similarly
we can show thaEs|r—7, = 0. Thus s |77 = 0.
Next we show thatlz|r_7. > 0.

d?P. d=; dZ
_ =2 22
dT? dT ~ dT (22)

d“l— // vfs(x —v)dvde + — // f(;;p—vdvd:c—l——/féx—
:___1+ /f5 x——// vfs(x —v)dvde, (23)

where [, fs(z)dx = [ fs(x — T)dx. Let's assume thaf, fs(z)dz > 7- fo Jo f5(x —v)dzdv. This

means that the probability for non resolvable collisionewlve do not introduce any intentional random

delays to any user is larger that that when we only introdugeitentional random delays to one of the

two users involved in the collision. The is intuitively cect, and was further confirmed in our testbed.

By applyingZi|r=r. = 0, we get

d=
1‘TT> / /f(;x—vdxdv——// vf(;w—vdvdw]

Erlr=r,
- —7|T =0. (24)
S
i &L |r_7, > 0. Thus we has shown that

if we assign a random delaj, to user k, wherer, is uniformly distributed in[0, 7], the collision

probability realizes a local minimum value.

APPENDIX B

PROOF OF THEPROPOSITION?Z

In the assumption that for a single transmission the prdibalif successful reception i%,, and for

order two collision the probability of receiving correctiyth of the transmission message$’jsand the
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probability of successfully receiving only one of the twartsmitting messages i3,, the throughput of

this network is :

C(p) = PyJp(1 —p)’ ' + (2P, + P») (g)pQ(l —p)’?

_ P _
= PoJp(1 =)’ + (P + ) J(T — D (1 —p)' (25)
——
P/
The throughput is maximized fgs, s.t. %;m = 0. Taking the derivative of’(p) with respect top,
we can get
dC(p _
LW g0 PR P - (R = 2P)I = pl—p) - PU - DU =27 (20
a b
ForcingdC'(p)/dp = 0, besides a trivial solution at= 1, we get two zeros at
« _ 2Pyta—a®TAPb _ 2P,
P1= 72(FR+a=t) T 3R tatva tdbob (27)
% _ 2Pyta+va?+4P0b _ 25
P2 = To(P+a=b) 2Pta—varabb"

Because > 0, thena —+/a? + 4Pyb < 0. The possible range for; is (—oo, 0) or (1, 00), which violates
the requirement thal < p < 1. Hence onlyp] is the valid solution. Moreover it is easy to see that when
0 <p<pi,dC(p)/dp > 0, while p; < p < 1, dC(p)/dp < 0. ThusC(p) is maximized wherp = p;.
As a andb are related toJ, definingn(.J) = 2Py + a + Va2 + 4Pyb, we getp; = 2Py /n(J),

1

lim = ’ 28
J=oon(J)  Py—2P' 4 \/P2 + 4P" (28)
and
- 2P\’ . 2P, \ 35 lims—e T
lm (1——— ] = lm (11— —=
_ /R 00

Substitutingp} = 2P, /n(J) into (25), and based on (28) and (29), we have

22 2P PRI v
o, Ol = T (1 ) NI (30)
0

_|_
K—o0 Py — 2P + Py — 2P’ + /P2 + 4P~

which gives us the asymptotical throughput when then nurobeisers increases.
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Fig. 1. Signal Structure
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Throughput comparison of different separation scheme
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Throughput comparison of different shift scenario
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